June 20, 2016

Definition 53. Let G be a group acting on a set ). We say that GG acts simply transitively
on 2 if

(i) G acts transitively on (2,

(ii) for every pair «, 3 of elements in €2, there exists a unique element g € G such that
g.a = [3.

Lemma 54. Let G be a finite group acting transitively on a set (). Let G, denote the
stabilizer of o in G, that is,
Go={9€G|ga=a}.
Then the following are equivalent:
(1) G acts simply transitively on (),
(ii) for every a € Q, G, = {1},
(iii) for some a € Q, G, = {1},
i) 1G] = Q).
Proof. (i) = (ii): Immediate from Definition 53(ii) by setting o = f3.
(i1) = (iii): Trivial.
(iii)) = (iv): The mapping ¢ : G — €2 defined by g — g.« is a bijection. Indeed, ¢ is
surjective since G is transitive. If ¢(g) = ¢(h), then g.a = h.a, hence g~'h € G, = {1}.

This implies g = h. Thus ¢ is injective.
(iv) = (i): Let a € (). Then
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This forces
HgeGlga=3}=1 (VBeQ).

Since « € 2 was arbitrary, we obtain (i). O
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For the remainder of today’s lecture, we let ¢ be a root system.
Theorem 55. The group W (®) acts simply transitively on P(®) and S(P).

Proof. By Theorem 36, W (®) acts transitively on P(®) and S(P). Let w € W (®) and
IT € P(®), and suppose wll = II. Let A be the unique simple system contained in II.
Then by Corollary 49 and Notation 45,

{(w) = n(w)
= TN w™(-1I)]
= IIN (—w )|
= [T (=1T)]
= (0]
=0.

Thus w = 1. Therefore, W (®) acts simply transitively on P(®P).
Next suppose wA = A. Then by Lemma 33(i), we obtain wII = II, and hence w = 1.
Therefore, W (®) acts simply transitively on S(®P). O

In what follows, we fix a simple system A € S(®). Let II = ® N R(A be the unique
positive system in ® containing A.

Notation 56. Let S = {s, | « € A}. For I C S, we define

Wr = (I),
Ar={aeA|s, €}
Vi=RAp,

O =NV,

I, =1INVj.

Lemma 57. Forw € (s, | a € ®1), we have
1) wVr =V,
(i) w(II\ II;) = I\ IL;.

Proof. It suffices to show (i) and (ii) for w = s, with @ € ®;. Let a € D;.

(1) For 8 € A; C Vp, so8 € Ra+ Rp C V;. Thus s,A; C V;, and this implies
s Vi =Vr.

(ii) Let 8 € IT \ TI;. Then 5 ¢ V; = RA/, so there exists v € A \ A; such that

ﬁ S R>0’)/ + RZ()A.
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Since o € &; C V; = RA,, we have

=50

S R>0’7 + RZQA + Ra
C R>0’Y + RZOA + RA[

Since v ¢ Ay, the coefficient of v in the expansion of s,/ is positive. This implies s, €
® NR>oA =1II. Since § € IT\ II; was arbitrary, we obtain s, (II \ II;) C II. Since

so(TT\TI;) N V; = so(TT\ Vi) NV}
= s,(IT\ V1) N'sa Vs (by (1))
= sa((IL\ V1) NV7)
— 0,

we have s, (IT\ II;) C IT\ V; = IT\ I1;. Since s, is a bijection, we conclude s, (IT\ II;) =
I\ I,. O

Proposition 58. Let I C S.
(1) ®; is a root system with simple system A.
(i1) II; is the unique positive system of ®; containing the simple system Aj.
(iii) W(®;) = W

(iv) Let { be the length function of W with respect to A. Then the restriction of { to Wy
coincides with the length function {; of Wy with respect to the simple system Aj.

Proof. (i) Fora € ®; C V7,

Rand;=(Ran®)NnV;
= {Oé, _Oé}ﬂ‘/f
= {a, —a}.

Since

$a®r = s, PN s,V
=dNV; (by Lemma 57(1))
= ®;.

we see that ®; is a root system. Since A is linearly independent, so is A;. Since

b, =dNV;
C (R>0AUR<A)NRA;
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= (R=0ANRA)) U (RxANRA))
— (RzoAI) U (RSOAI)7

we see that A; is a simple system in @;.

(i1) Since
I[; =NV,
=PdNR-0ANV;
:q>ﬂ‘/}ﬂR20AﬁRAI
=& NR>oA,
the result follows from Lemma 29(i).
(iii)
W(P;) = (sa | @ € Af) (by Theorem 41)
= (1)
- W[.

(iv) Let w € W; = W (®). Then by Lemma 57(i), we have
’LUCI)] = (I)[- (90)

and by Lemma 57(ii), we have w(IT\II;) = II\II; C II. This implies w(IT\II;)N(-II) =
0. Thus

Wl A (~11) = w(I; U (I1\ I1;)) 1 (~11)
= (wIl; Uw(II\ II;)) N (—1I)
— (w(l;) A (~1) U (w(IT\ ) N (~T1))
= w(Il;) N (—II)
=w{IINV;) N (-1I)
wlil NwV; N VN (—10)
=wIInNnV;)N(-IINVp)

= w(Ily) N (~11;) (by (90). (1)
Therefore,
((w) = [ITNw (-] (by Corollary 49)
— Jwll A (—1T)
= [w(IL;) N (=) (by O1))
= [II; Nw ' (~T1;)|
=l (w) (by Corollary 49).
[
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